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Description


Linux Device Model Part 2 Sarah Diesburg COP5641



Review • Kobject – Device model fundamental structure embedded in devices • Reference counting • Represents relationships between devices • Includes ktype and kset



• Ktype – Describes default behavior for a family of kobjects • Enables kernel objects to share common operations



• Kset – Collection of related kobjects into same place • E.g., “all block devices”



Kernel Events Layer • Implements kernel-to-user notification system on top of kobjects • Otherwise known as hotplug event • E.g., Hard drive full! Hard drive destruction pending!



• Models events as signals/uevents emitting from kobjects • Generated whenever kobject is created or destroyed • E.g., digital camera plugged in via USB, user switches console modes, disk is repartitioned



Kernel Events Layer • uevents turn into invocation of user program /sbin/hotplug • Loads drivers • Creates device nodes • Mounts partitions • Any other appropriate action



Kernel Events Layer • Each uevent given • Verb or action string representing signal • Optional payload as sysfs attribute



• Uevents pushed to userspace via netlink • High-speed multicast socket • All userspace has to do is block on the socket to receive events



Kernel Events Layer • Generation of uevent takes place when kobject is passed to kobject_add() or kobject_del() • Before the event is handed to user space, we can • Add extra information to the event • Disable event generation entirely



Uevent Generation • kobject_uevent() called from kernel to generate a uevent • Called from device_add() and device_del() int kobject_uevent(struct kobject *kobj, enum kobject_action action); enum kobject_action { KOBJ_ADD, KOBJ_REMOVE, KOBJ_CHANGE, KOBJ_MOVE, KOBJ_ONLINE, KOBJ_OFFLINE, KOBJ_MAX };



Uevent Generation • Each kset has a kset_uevent_ops member • Used to be called kset_hotplug_ops • If a given object is not contained within a kset, the kernel searches up through hierarchy until it finds a kobject that does have a kset struct kset_uevent_ops { int (*filter)(struct kset *kset, struct kobject *kobj); char *(*name)(struct kset *kset, struct kobject *kobj); int (*uevent)(struct kset *kset, struct kobject *kobj, char **envp, struct kobj_uevent_env *env); }



kset_uevent_ops • Filter method determines whether the functions kobject_add() or kobject_del() generate a uevent • If filter method returns 0, the event is not created static int block_hotplug_filter(struct kset *kset, struct kobject *kobj) { struct kobj_type *ktype = get_ktype(kobj); return ((ktype = = &ktype_block) || (ktype = = &ktype_part)); }



kset_uevent_ops • Name method provides the name of the subsystem generating the event, to be passed as the one-and-only argument of /sbin/hotplug • uevent method results in invocation (as user-space process) of /sbin/hotplug • env parameter of uevent() provides environment variable values to be passed



Uevent Generation • Walk through kobject_uevent() • http://lxr.linux.no/linux+*/+code=kobject_uev ent • Good comments



Device Model • Used to track all drivers and models • Enables the driver core to match driver with new device • The components that play a major role in building and maintaining the model are: • Bus • Device • Device Drivers • Class



Bus • A channel between processor and one or more devices • Can be virtual or physical



• All devices are connected to a bus • A bus can be plugged into another bus • E.g., USB controller is usually a PCI device



• Device model represents actual connections between buses and devices they control



Bus • Although material in LDD book is out of date, code examples have been updated and do compile • Virtual bus called lddbus • Connects to scullp driver



• In Linux device model, bus is represented by the bus_type structure



struct bus_type struct bus_type { const char struct bus_attribute struct device_attribute struct driver_attribute



*env);



*name; *bus_attrs; *dev_attrs; *drv_attrs;



int (*match)(struct device *dev, struct device_driver *drv); int (*uevent)(struct device *dev, struct kobj_uevent_env



int (*probe)(struct device *dev); int (*remove)(struct device *dev); void (*shutdown)(struct device *dev); int (*suspend)(struct device *dev, pm_message_t state); int (*resume)(struct device *dev); const struct dev_pm_ops *pm; struct iommu_ops *iommu_ops; struct subsys_private *p; };



struct bus_type • Name field is name of the bus • E.g., “pci”



• Match method: int (*match)(struct device *dev, struct device_driver *drv);



• Called whenever a new device or driver is added for this bus • Returns nonzero value if device dev can be handled by given device driver drv • (Will get to details of dev and drv shortly)



struct bus_type • Uevent method: int (*uevent)(struct device *dev, struct kobj_uevent_env *env);



• Called when a device is added or removed • Similar to uevent method found in kset_uevent_ops



• Probe method: int (*probe)(struct device *dev);



• Called when new device or driver added to bus • Callback the specific driver’s probe to initialize matched device



struct bus_type • Remove method: int (*remove)(struct device *dev);



• Called when a device is removed from the bus



• Shutdown method: void (*shutdown)(struct device *dev);



• Called to inactivate the device



• Suspend method: int (*suspend)(struct device *dev, pm_message_t state);



• Send a device on this bus to sleep mode



• Resume method: int (*resume)(struct device *dev);



• Bring a device on this bus out of sleep mode



Bus Functions • Registration/unregistration int bus_register(struct bus_type *bus); void bus_unregister(struct bus_type *bus);



• Iteration over all devices or drivers that have been registered on the bus int bus_for_each_dev(struct bus_type *bus, struct device *start, void *data, int (*fn)(struct device *, void *)) int bus_for_each_drv(struct bus_type *bus, struct device_driver *start, void *data, int (*fn)(struct device_driver *, void *))



Device • Each device is represented by struct device • Examples • Intel AC97 audio controller • Intel PRO/100 ethernet controller • PS/2 mouse



• Usually embedded in a larger structure much like kobject



struct device • Some members omitted… struct device { struct device * parent; struct device_private * p; struct kobject kobj; const struct device_type * type; struct mutex mutex; struct bus_type * bus; struct device_driver * driver; dev_t devt; struct class * class; const struct attribute_group ** groups; void (* release) (struct device *dev); }



struct device • Parent • Device’s “parent” device to which it is attached • In most cases, bus or host controller • If parent is NULL, device is top-level device



• Bus • Type of bus the device is on



• Driver • Driver of device



struct device • Devt • Device type



• Class • Release method void (* release) (struct device *dev);



• Called by embedded kobject’s release



struct device • Registration/unregistration • Often performed by the generic bus driver int device_register(struct device *dev) { device_initialize(dev); return device_add(dev); } void device_unregister(struct device *dev) { pr_debug("device: '%s': %s\n", dev_name(dev), __func__); device_del(dev); put_device(dev); }



Device Driver • Used to represent kernel drivers that can handle specific devices • When a device is registered that can be handled by a particular driver, the probe function instantiates the driver for that particular device



struct device_driver struct device_driver { const char * name; struct bus_type * bus; struct module * owner; const char * mod_name; bool suppress_bind_attrs; const struct of_device_id * of_match_table; int (* probe) (struct device *dev); int (* remove) (struct device *dev); void (* shutdown) (struct device *dev); int (* suspend) (struct device *dev, pm_message_t state); int (* resume) (struct device *dev); const struct attribute_group ** groups; const struct dev_pm_ops * pm; struct driver_private * p; };



struct device_driver • name • sysfs name



• bus • Type of bus the device is on



• probe method int (* probe) (struct device *dev);



• Callback function which is called for each device detected that is supported by the driver



struct device_driver • Registration/unregistration int driver_register(struct device_driver *drv); void driver_unregister(struct device_driver *drv);



• Usually embedded in a driver-specific structure



Class • Higher-level view of a device that abstracts out low-level implementation details • Allows user space to work with devices based on what they do, rather than how they are interconnected • Almost all classes show up under /sys/class • /sys/class/net – network interfaces • /sys/class/input – input devices • /sys/class/tty – serial devices



struct class struct class { const char * name; struct module * owner; struct class_attribute * class_attrs; struct device_attribute * dev_attrs; struct bin_attribute * dev_bin_attrs; struct kobject * dev_kobj; int (* dev_uevent) (struct device *dev, struct kobj_uevent_env *env); char *(* devnode) (struct device *dev, mode_t *mode); void (* class_release) (struct class *class); void (* dev_release) (struct device *dev); int (* suspend) (struct device *dev, pm_message_t state); int (* resume) (struct device *dev); const struct kobj_ns_type_operations * ns_type; const void *(* namespace) (struct device *dev); const struct dev_pm_ops * pm; struct subsys_private * p; };



Full Circle ●



●



PCI subsystem defines one struct bus_type –



bus_register()



–



/sys/bus/pci/devices and /sys/bus/pci/drivers



PCI drivers define struct pci_driver and register with PCI



/* initialize common driver fields */ drv->driver.name = drv->name; drv->driver.bus = &pci_bus_type; drv->driver.probe = pci_device_probe; drv->driver.remove = pci_device_remove; drv->driver.kobj.ktype = &pci_driver_kobj_type;



/* register with core */ error = driver_register(&drv->driver);



PCI Device ●



●



struct pci_dev is created –



struct device parent is set to pci bus device



–



bus variable set to struct pci_bus



device_register(&dev->dev); –



Added to respective bus list



–



All drivers on the bus are walked and match() called ●



–



PCI match() function casts back into struct pci_dev and struct device_driver casted to struct pci_driver



Successful match results in dev->driver / pci driver pairing



PCI Device ●



●



A successful driver to device pairing results in driver probe function call Driver core then adds the device to list of all devices



When a PCI Device is Removed • Eventually, system calls the remove function of the driver • In the mean time, the bus returns 0xff (all bits set) values • Driver must allow for this • E.g., see comment /* card removed */ in function handshake in drivers/usb/host/ehcihcd.c



• For USB devices, any pending urbs on the device start failing with -ENODEV



So, what again? Summary • When a new gadget is plugged into the system • The bus controller driver detects the device and calls device_register() • The list of drivers associated with the bus is iterated over to find out if there are any drivers that can handle the device. • The match function provided in the bus_type structure is used to check if a given driver can handle a given device.



• When a driver module is inserted into the kernel • The driver calls driver_register() • The list of devices associated with the bus is iterated over to find out if there are any devices that the driver can handle. • The match function is used for this purpose.



Hotplug • Two views • Kernel • Hardware, kernel, and driver interact • Already saw this with uevents



• Userspace • Kernel and userspace interact, via /sbin/hotplug called by kernel when it wants to notify user about hotplug event in kernel



/sbin/hotplug Utility • Usually a small bash script • Called whenever a kobject is created or destroyed • Allows, for example, loading/unloading of kernel modules • Passes event on to a list of programs • Single command-line argument is the name of the event • Other information passed via environment variables



/sbin/hotplug Utility • For more of the story, see • default.hotplug • usb.agent • kobject_uevent



udev • Is a daemon process that scans for devices and dynamically creates the corresponding nodes in /dev/ • Replaces devfs • See Linux symposium paper for more details



Loading Firmware • Some devices require firmware to be loaded by OS (e.g., to save cost of EEPROM on device) • Should load the firmware from a file • Opening files directly from inside the kernel is bad (why?) • Special firmware interface solves this problem for drivers



Kernel Firmware Interface #include int request_firmware(const struct firmware **fw, char *name, struct device *device); struct firmware { size_t size; u8 *data; };



• name is name of firmware file • Will block until the operation is done • Result is returned in firmware struct



Kernel Firmware Interface • When done, release the in-kernel firmware structure void release_firmware(struct firmware *fw);
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